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ABSTRACT

Urban flow prediction benefits smart cities in many aspects, such as traffic management and risk assessment. However, a critical prerequisite for these benefits is having fine-grained knowledge of the city. Thus, unlike previous works that are limited to coarse-grained data, we extend the horizon of urban flow prediction to fine granularity which raises specific challenges: 1) the predominance of inter-grid transitions observed in fine-grained data makes it more complicated to capture the spatial dependencies among grid cells at a global scale; 2) it is very challenging to learn the impact of external factors (e.g., weather) on a large number of grid cells separately. To address these two challenges, we present a Spatio-Temporal Relation Network (STRN) to predict fine-grained urban flows. First, a backbone network is used to learn high-level representations for each cell. Second, we present a Global Relation Module (GloNet) that captures global spatial dependencies much more efficiently compared to existing methods. Third, we design a Meta Learner that takes external factors and land functions (e.g., POI density) as inputs to produce meta knowledge and boost model performances. We conduct extensive experiments on two real-world datasets. The results show that STRN reduces the errors by 7.1% to 11.5% compared to the state-of-the-art method while using much fewer parameters. Moreover, a cloud-based system called UrbanFlow 3.0 has been deployed to show the practicality of our approach.
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1 INTRODUCTION

Accurately forecasting urban flows, such as predicting the total crowd flows entering and leaving each location (i.e., grid cell) of a city during a given time interval [40, 41], plays an essential role in smart city efforts. It can provide insights to the government for decision making, risk assessment, and traffic management. For example, by foreseeing that an overwhelming crowd will stream into a region ahead of time, the government can carry out traffic control, send warnings or even evacuate people for public safety.

One key property that must be considered in grid-based urban flow prediction is spatio-temporal (ST) dependencies: the future of a grid cell is conditioned on its previous readings as well as neighbors’ histories. Moreover, urban flows are also impacted by external factors such as weather conditions and events. For example, heavy snow can sharply reduce traffic flows in many regions. To address these characteristics, many existing studies [6, 20, 36, 40–42] use convolutional neural networks (CNNs) as the backbone structure to extract spatially near and distant dependencies; the temporal dependencies (e.g., at the recent, daily and weekly levels) are captured using different sub-branches. Meanwhile, the influence of external factors is encoded by some manually-designed subnetworks.

Figure 1: Coarse-grained vs. fine-grained urban flows.

In this paper, we focus on predicting urban flows at a fine-grained level, which is important yet unexplored in the community. Fine-grained flows can create exactness of the underlying dynamics of the city, encouraging better decision making. For instance, as shown in Figure 1, acquiring the traffic in a small area of interest with size 150m×150m can help allocate police resources more precisely while knowing that information at a district level with size 600m×600m is less useful. Notice that for a specific city, increasing the granularity (e.g., 600m→150m) is equivalent to obtaining higher resolution (e.g., 32×32→128×128). Thus, we use “high resolution” and “fine granularity” interchangeably. Although previous studies have shown promising results at coarse-grained levels (e.g., 32×32 Beijing [40]), their architectures are not suitable for predicting fine-grained urban flows due to the following specific challenges:
1) Global spatial dependencies. Rasterizing the city with higher resolution reveals more details of urban mobility and, meanwhile, enlarges the distance (or hops) between two given grid cells. As shown in Figure 1(a), the number of hops between an office area (R1) and residence (R2) in Figure 1(b) becomes four times of that in Figure 1(a). This causes the statistics in Figure 2(a) where we can witness more long-range inter-grid communications (i.e., transitions with more hops) compared to that in the coarse-grained setting where short-range transitions often dominate. Hence, it becomes far more important to capture regional dependencies on a global scale in such fine-grained settings. In most of the existing studies [6, 40, 41], long-range spatial dependencies are captured by large receptive fields achieved by stacking many convolutional layers, where each layer captures only short-range dependencies at a local scale. Such naïve repetition is computationally inefficient and causes optimization difficulties [7]. Though using dilation convolution [39] tends to alleviate this drawback to some extent, it fails to improve the predictive performance empirically (see Appendix A for more details). These facts demonstrate that simply increasing the receptive fields may not help. Recently, a new method called DeepSTN+ [20] attempted to capture the global spatial dependencies in every layer by explicitly modeling all pairwise relationships between grids. However, it indispensably induces a huge number of parameters with high computational costs. Hence, how to efficiently capture the global spatial dependencies remains unsolved.

2) External factors & Land functions. Previous studies like DeepST [41] and ST-ResNet [40] use subnetworks to map the effects of external factors onto each grid cell. Specifically, they stack several fully-connected layers upon the external factors: the former layers act as embedding layers to combine each factor and the final layer maps the short embeddings to high-dimensional features with the same shape as the flow map. However, as the resolution enhances to a fine-grained level, it will induce a large number of parameters proportional to the number of grid cells in the final layer. Furthermore, they ignore the influence of land functions such as POIs on traffic movements. To this end, DeepSTN+ [20] presents a new way to jointly consider the POIs information as well as the external factors. However, in DeepSTN+, external factors are used only to learn the weights of different kinds of POI features, while ignoring the significant difference of how external factors impact different grid cells. Thus, it is still challenging to learn the location-specific response to the external factors in fine-grained settings.

To address the above challenges, we present a Spatio-Temporal Relation Network (STRN) for fine-grained urban flow prediction. Similar to the previous and current state-of-the-art methods [20, 40], STRN follows the CPT (closeness, period and trend) paradigm to model the three types of temporal dependencies, and uses a CNN-based backbone to extract high-level ST features. To address the above challenges, we design two specific modules as follows.

Primarily, we introduce a new structure (GloNet) to capture the global spatial dependencies. We partition a city into \( N \) grid cells. Compared to DeepSTN+ that directly models all inter-grid correlations (totally \( N^2 \) correlations), we perform relational inference on a higher semantic level (i.e., region level) that is more friendly to capture such global relations. As depicted in Figure 2(b), we first perform a conversion from grid space to region space (\( M \) regions), and then infer the regional correlations globally by message passing. Since the region semantic changes over time, a new loss based on minimum cut theory enables the model to dynamically partition the map into irregular regions. Finally, we project the features back to the grid space and obtain global-aware features. In this way, our method only needs to model \( M^2 \) correlations among all region pairs\(^1\), where typically \( M \ll N \). Moreover, we present an original Meta Learner to produce the cell-specific responses to the time-evolving external factors based on matrix decomposition. Compared to DeepST and ST-ResNet, our Meta Learner not only considers the latent region functions but is also independent of the map resolution. Thus, it is more lightweight and practical in fine-grained settings. In contrast to DeepSTN+, our module can capture the cell-specific responses to the external factors and learn better representations. In summary, our contributions are four-fold:

- We devise a unified model that jointly considers the spatial, temporal and external relations for predicting fine-grained urban flows. A system has been deployed to show its practicality.
- We develop a GloNet structure that captures the global spatial dependencies in a more economical way than existing methods.
- We design an original Meta Learner to simultaneously learn the effects of external factors and land function.
- We conduct extensive experiments to evaluate our model on two real-world mobility datasets. Our model reduces the errors by 7.1%~11.5% while using as few as less than 1% of the number of parameters required in the state-of-the-art method DeepSTN+.

2 FORMULATION

Definition 1 (Grid cell) As shown in Figure 3(a), we partition an area of interest (e.g., a city) evenly into a \( H \times W \) raster with totally \( N = HW \) grid cells. Note that enlarging \( H \) or \( W \) indicates that we can obtain urban flow data with higher resolution.

Figure 3: (a): Grid-based map segmentation. (b)-(c): We partition Beijing into irregular regions based on road networks.

---
\(^1\) For example, \( N = 128^2 = 16384 \) while \( M = 100 \) in TaxiBJ+ dataset
Definition 2 (Urban flow) The urban flows at a certain time \( t \) can be denoted as a 3D tensor \( X_t \in \mathbb{R}^{K \times H \times W} \), where \( K \) is the number of flow measurements (e.g., inflow/outflow). Each entry \((k, h, w)\) denotes the value of the \( k \)-th measurement in the cell \((h, w)\).

Definition 3 (Region) Land use and function endow different geographic semantics to urban areas that are bounded irregularly [43]. Figure 3(c) shows an example of irregular region segmentation based on road networks. It provides us with a more natural and semantic segmentation of urban spaces than the grid-based method. Assume that each region consists of many grid cells and we can thereby use a matrix \( B \in \mathbb{R}^{N \times M} \) to denote the assignment, where each element \( b_{ij} \) is the likelihood that grid cell \( i \) belongs to region \( j \) and \( M \) is the number of regions.

Definition 4 (External factors) Urban flow data have a strong correlation with external factors, such as weather conditions, time of day and events. We denote these external factors at a certain time step \( t \) as a vector \( e_t \in \mathbb{R}^L \), where \( L \) is the feature length.

Definition 5 (Land features) The category of POIs and their density in an urban grid cell indicate the land functions of the cell as well as the traffic patterns in this cell, therefore contributing to the urban flows of the grid cell [20]. Likewise, the structure of road networks (RNs) like the number of high-level road segments also provides a good complement to traffic modeling [17, 43]. Thus, we combine the land features including POIs and RNs of every cell, and denote them as \( P \in \mathbb{R}^{L \times H \times W} \), where \( L \) is the feature number.

Problem Statement Here, we define the problem of fine-grained urban flow prediction: Given the fine-grained historical observations of urban flows denoted as \( \{X_i|i = 1, 2, \cdots, t-1\} \), the corresponding external factors \( e_t \), and the land features \( P \), our target is to predict the urban flows at the future time step, denoted as \( X_t \).

3 METHODOLOGY

Figure 4 illustrates the framework of STRN, which consists of two major stages: data preparation and model learning/predicting. In the first stage, we first select the key timesteps (closeness, period and trend) to create the flow inputs, denoted as \( X^c, X^p \) and \( X^q \), respectively. Meanwhile, we fetch the context of the external factors \( e_t \) and the land features \( P \). More details about the construction and dimensionality of these inputs are provided in Appendix B.

In the second stage, the prepared data are fed to learn the model, following a local to global paradigm. As shown in Figure 4, for each temporal sequence \( \{X^c, X^p, X^q\} \), we first use three non-shared convolutional layers to convert them to embeddings \( O^c, O^p, O^q \), each with \( D \) channels, i.e., they are all in \( \mathbb{R}^{D \times H \times W} \). Meanwhile, we design a Meta Learner that takes the external factors and land features as inputs to learn the external impacts on each urban grid cell, where the learned representation \( O^m \) is of the same shape as \( O^e \). Next, we concatenate the three types of temporal features as well as the meta features, and feed the fusion result \( O \in \mathbb{R}^{D \times H \times W} \) to the backbone network for feature extraction within its local receptive fields. This early fusion strategy allows different kinds of information to interact with each other in the backbone network. Once we obtain the extracted high-level features \( X^h \in \mathbb{R}^{C \times H \times W} \) at a local scale, we design a GloNet structure to capture the global spatial dependencies and generate the final predictions. Finally, we optimize the model weights by using a loss function including two parts: a Mincut loss for automatic region partition and a mean absolute error (MAE) loss for measuring the prediction errors.

3.1 Backbone Network

A powerful backbone network is crucial to urban flow prediction as it can help the model learn useful and discriminative features. For example, DeepST [41] provides the first deep learning-based solution to urban flow prediction by stacking a number of convolutional blocks for spatio-temporal feature extraction. As the network depth increases, DeepST will be hard to train due to the notorious vanishing gradient problem. To overcome this drawback, ResNet [7] is widely used as the backbone in the previous and current state-of-the-art [6, 20, 40] for urban flow prediction. However, they emphasize the dependencies in the spatial dimension and overlook the channel-wise information in the feature maps. In this paper, we employ the Squeeze-and-Excitation Networks (SENet) [10] to fuse both spatial and channel-wise information within small (i.e., local) receptive fields at each layer, which has proven to be effective in producing compacted and discriminative features of each grid cell. As shown in Figure 4, it takes the fusion result \( O \) as input and outputs the high-level representations of each cell. First, we use a convolutional layer to compress the dimension of input channels from \( 4D \) to \( C \). Then, we stack \( F \) squeeze-and-excitation (SE) blocks [10] with \( C \) filters for feature extraction within the receptive field. Finally, a convolution layer is used to generate the output \( X^h \). The visualization of pipeline can be found in Appendix C.
3.2 Global Relation Module

After local feature extraction, we present a Global Relation Module (GloNet) to capture the global spatial dependencies in a more economical way than the previous attempts (e.g., DeepSTN*). Motivated by the relation networks [2, 14, 44] seizing relations between objects in images, we perform relational inference on a higher semantic level (i.e., region level) that is more friendly to capture global relations. Moreover, we design an unsupervised loss based on the minimum cut (Mincut) theory for region partition.

Figure 5 depicts the whole pipeline of GloNet. We first use the high-level features $X^h$ to generate the assignment matrix $B$ by a linear transformation. By referring to this matrix, GloNet then aggregates the grid-cell features into region space to obtain region features $H \in \mathbb{R}^{M \times C'}$ and generate the connections (i.e., adjacency matrix $A' \in \mathbb{R}^{M \times M}$) between these regions. As the regions are connected in the form of a graph, we utilize Graph Convolution Networks (GCN) [15] to perform message passing on the region level. Once we obtain the global-aware features that are discriminative on the region level, the last step of GloNet is to project them back to the grid space and generate the final predictions.

3.2.1 Region Partition. Recall that the backbone network has produced a high-level abstraction of the flow history and external contexts. For convenience, we reshape this tensor to be $X^h \in \mathbb{R}^{N \times C}$, where $N = HW$ is the number of grid cells. By doing this, each grid $i$ can be represented by an embedding $x_i^h \in \mathbb{R}^C$. Here, we aim to generate the grid-to-region assignment matrix $B \in \mathbb{R}^{N \times M}$, where $M$ is a hyperparameter that indicates the number of regions. Although we can perform a static region segmentation based on the road networks as mentioned in Section 2, it fails to capture the highly dynamic traffic conditions and the time-evolving external factors. To tackle this problem, we compute $B$ based on the high-level representation $X^h$ by means of a function $\delta$, which maps each grid feature $x_i^h$ into the $i$-th row of $B$ as

$$B = \text{softmax} \left( \delta(X^h) \right),$$

where the softmax function guarantees the sum of each column equals to one. We parametrize $\delta$ as a feedforward neural network.

Inspired by the Mincut theory [1, 30] that aims at partitioning nodes into disjoint subsets by removing the minimum volume of edges, we view each region as a cluster containing many grid cells and regularize the assignment matrix by using a new loss. In other words, the network weights can be jointly optimized by minimizing the usual task-specific loss (e.g., MAE loss), as well as an unsupervised Mincut loss $L_m$ composed of two terms:

$$L_m = \frac{\text{Tr}(B^T \hat{A}B)}{\text{Tr}(B^T D B)} + \|B^T B - \frac{1}{M} I_M\|_F^2,$$

where $\| \cdot \|_F$ denotes the Frobenius norm; $\text{Tr}$ is the trace of a matrix; $A' \in \mathbb{R}^{N \times N}$ is the adjacency matrix derived from the Euclidean structure and $\hat{A}$ is its normalization; $D' = \text{diag} \{a_i\}$ is the degree matrix of $A'$; $I_M = \hat{B}^T \hat{B}$ is a rescaled clustering matrix, where $B$ assigns exactly $N/M$ grid cells to each region. $L_c \in [-1, 0]$ denotes the consistency loss that evaluates the mincut given by $B$. Minimizing $L_c$ enforces strongly connected grid cells to be grouped into the same region, while the other term $L_o$ encourages the assignment to be orthogonal and the regions to be of similar size (see proof in Appendix D). Since the two terms in $L_o$ have unitary norm, it is obvious that $0 \leq L_o \leq 2$. Hence, $L_o$ does not dominate over $L_c$.

3.2.2 Space Conversion. Given the grid-cell features and the assignment matrix, we convert those grid-based embeddings to their regional counterparts $H \in \mathbb{R}^{M \times C'}$ that are more friendly to capture global dependencies. Moreover, we need to find the connectivity $A' \in \mathbb{R}^{M \times M}$ between these regions. As people are capable of traveling to remote places in a short time period (e.g., 30 minutes) in modern cities, we assume that all regions are mutually connected (i.e., a complete digraph). Instead of using complex and time-consuming operations, we implement the space conversion by

$$H = B^T \phi(X^h), \quad A' = B^T \hat{A}B,$$

where we generate the features of each region by directly aggregating the features of the corresponding cells that belong to this region; $\phi$ is a dense layer that compresses the dimension of embeddings from $C$ to $C'$ to avoid heavy computation; $A'$ is a symmetric matrix, whose entry $a_{ij}$ is the total number of edges between the grid cells in the region $i$, while $a_{ij}$ is the number of edges between region $i$ and $j$. It can be seen easily that $A'$ comes from the numerator of $L_c$ in Eq. 2, thus, the trace maximization yields regions with many internal grid-cell connections and weakly connected to each other.

3.2.3 Message Passing between Regions. After space conversion, we obtain a new graph where each node represents an irregular region and each edge models the interaction among two regions. To model the inter-region relationships, a natural idea is to use Graph Convolutional Networks (GCN) [13] to perform message passing between these regions based on $A'$. However, we notice that $A'$ is a diagonal-dominant matrix, describing a graph with self-loops much stronger than any other connection. As self-loops usually hamper the propagation across adjacent nodes in message passing...
where schemes [13], we compute a new adjacency matrix \( \hat{A}' \in \mathbb{R}^{M \times M} \) by zeroing the diagonal and applying degree normalization:
\[
\hat{A}' = A' - \text{diag}(A'); \quad \hat{D} = \hat{D}^{-1/2} \hat{A}' \hat{D}^{-1/2}
\]
where \( \hat{D} \) denotes the degree matrix of \( A' \). Then, we employ a two-layer GCN for global relation inference on the region graph to generate the new region features \( H' \in \mathbb{R}^{M \times C'} \) as
\[
H' = f_{GCN}(\hat{A}', H) = \hat{A}' \text{ReLU} \left( \hat{A}' H W_1 \right) W_2
\]
where \( W_1, W_2 \in \mathbb{R}^{C' \times C} \) are learnable weights. By this, the regional information is passed through the graph to generate a global-aware representation for each region.

### 3.2.4 Reverse projection
Once we obtain the global-aware features \( H' \) from region space, the next step is to project them back to the original space. Similar to the step of space conversion, we can also use an assignment matrix for the reverse projection. Instead of using extra operations and introducing additional overhead, we reuse the \( B \in \mathbb{R}^{N \times M} \) to project the region features back to grid-cell features by a linear combination as follows:
\[
X'' = B \theta(H'),
\]
where \( \theta \) is a dense layer for dimension conversion from \( C' \) to \( C \). The new grid-cell features \( X'' \in \mathbb{R}^{N \times C} \) are generated by aggregating their related region features, which is achieved by multiplying matrix \( \theta(H') \). Until now, we have performed a grid-region-grid transformation to learn the global-aware features in this module.

### 3.2.5 Reshape & Predict
Lastly, the global-aware discriminative features \( X'' \) are reshaped to \( \mathbb{R}^{C \times H \times W} \) such that the output dimension can match the input dimension of \( \mathbb{R}^{C \times H \times W} \) such that the output dimension of each grid cell can be viewed as a residual path, and fed to a convolution layer to produce the final predictions \( \hat{X}_t \). In practice, the matrix multiplication procedures for projection and reverse projection are both implemented by an 1×1 convolution layer since it supports high-speed parallelization. When computing the MinCut loss, we need to store and employ two matrices (i.e., \( \hat{A}' \) and \( \hat{D}' \)) with shape \( N \times N \) by \( N \), which dramatically increases the memory cost and computational cost in devices (such as a GPU). To overcome this problem, we notice these two matrices are sparse and thereby implement Eq. 2 based on sparse matrix multiplication.

### 3.3 Meta Learner
As mentioned before, existing works like DeepST [41] and ST-ResNet [40] use fully-connected layers to encode the external factors for urban flow prediction. However, as the granularity becomes larger to a fine-grained setting, it will induce massive parameters in the last layer proportional to the number of grid cells (\( N \)). In addition, they do not consider the influence of land features on the traffic movements. To this end, DeepSTN+ [20] presents a new approach to jointly consider the POIs information as well as the external factors. They notice that POIs have varied temporal influences on flow maps, they thereby transform the external factors to influence the strength of POI. However, the external factors are applied to weight on different channels (i.e., categories) of POIs while ignoring the significant difference of how external factors impact different cells. Thus, how to learn the cell-specific responses to the external factors in the fine-grained settings remains a challenge.

In general, grid cells with similar land functions will have similar responses to the external factors. Based on this observation, we design a novel Meta Learner to produce cell-specific responses to the external factors based on Matrix Factorization. Given the land features \( P \in \mathbb{R}^{I \times H \times W} \) and external features \( e_t \in \mathbb{R}^{E} \), we aim to compute the response of each grid cell by
\[
O^m = f_{ML}(P, e_t) \in \mathbb{R}^{D \times H \times W}. \tag{7}
\]
Then, the output \( O^m \) will be early fused with the temporal information \( O^f, O^p, O^q \) and fed to the backbone network.

Without introducing a large number of parameters in \( f_{ML} \), we can reshape this target tensor \( \mathbb{R}^{N \times D} \) and decompose it into two matrices \( L \in \mathbb{R}^{N \times k} \) and \( R \in \mathbb{R}^{k \times D} \), which satisfies \( O^m = LR \). Motivated by a very recent study that learns specific predictors for each grid cell [27], we can view \( L \) as the grid-cell embeddings while \( R \) represents the parameter embeddings generated using \( e_t \) as meta knowledge. For simplicity, \( L \) is reshaped from the land features \( P \), where \( I_f = k \) at this time. In this way, we can guarantee that cells with similar land functions will have similar responses to the external factors. For the parameter embeddings \( R \), we aim to make it change over time and influenced by the external factors, such as weather and time. Inspired by the meta learning approach for traffic prediction [27], we can use a two-layer MLP to generate it: the first layer transforms the external features from \( I_f \) to \( I_q \), and the second layer further converts the dimension to be \( I_f D \). Finally, we reshape the output and assign it to \( R \).

To help better understand the meta learner, Figure 6 further describes its whole pipeline. Compared to external components in ST-ResNet, as our meta learner is independent of the map resolution (only \( I_f I_q + I_f I_D \) parameters, which can be set far less than \( N \)), it is much more lightweight and practical in fine-grained settings. In contrast to DeepSTN+, our module can capture the cell-specific responses to the external factors and learn better representations.

### 3.4 Optimization
Our method provides an end-to-end solution from historical observations to fine-grained predictions, which is differentiable everywhere. Hence, the network can be trained through the back-propagation strategy and the Adam optimizer. To train our model, we aim to minimize the following loss function with two terms:
\[
\mathcal{L} = \mathcal{L}_{\text{MAE}} + \alpha \mathcal{L}_m. \tag{8}
\]
Here, \( \alpha \) is a trade-off between these two losses while \( \mathcal{L}_{\text{MAE}} \) is the pixel-wise Mean Absolute Error (MAE) for evaluating the errors between our prediction \( \hat{X}_t \) and the corresponding ground truth \( X_t \).
4 EVALUATION

4.1 Experimental Settings

4.1.1 Datasets. We conduct our experiments on two real-world datasets, where TaxiBJ+ is the fine-grained version of TaxiBJ released by [41] and HappyValley is from [19].

- **TaxiBJ+:** This dataset sources from the trajectories of over 30,000 taxicabs in Beijing for four different time periods (i.e., P1 to P4). Since the taxi distributions and numbers are different in these four time periods, we evaluate our method over these periods separately. As shown in Figure 1(b), we crop the area of interest which contains most traffics, and rasterize this area into 128×128 uniform grid cells. The size of each cell is 150m×150m, which is much more fine-grained than that of the popular datasets like TaxiBJ [41] and MobileBJ [20]. We follow the previous studies [40, 41] to map the GPS points into different grid cells, each of which computes inflow and outflow volumes per half hour.

- **HappyValley:** It provides open access for the public to observe the hourly human density of a popular theme park in Beijing, allowing us to examine the model capacity in a much smaller area with a higher rate of global transitions. We partition the area into 50×100 grid cells, each of which is around 10m×10m. The human density is more distributed than the taxi flows in TaxiBJ+ since there are several popular play facilities with far more flows than their nearby regions.

The details of them are available in Table 1. We use the observations from the previous 12 time steps to predict the next step, and set the frames of period and trend patterns as 3. In each period of TaxiBJ+ and HappyValley, we recruit the first 70% as the training set, the next 20% as the validation set and the rest for the test set according to chronological order. We have removed the labels with those items without sufficient precedent records. To speed up the convergence of STRN, a unique data normalization method [19, 25] is employed in our study.

4.1.2 Baselines. We compare STRN with the following baselines:

- **ARIMA:** A well-known time series model.
- **VAR:** Vector Auto-Regressive (VAR) can capture the pairwise relationships among grid cells. To avoid parameter explosion, we use the history of nearby 7×7 cells as input.
- **LSTM [9]:** Long Short-Term Memory is a variant of vanilla RNN for learning long-term temporal dependencies.
- **DeepST [41]:** The first deep learning-based prediction model for grid-based spatio-Temporal data.
- **ST-ResNet [40]:** A ResNet-based method, which shows promising results on citywide crowd flows prediction.
- **ST-3DNet [6]:** It uses 3D convolution to capture the correlation of traffic data in both spatial and temporal dimensions.
- **ConvLSTM [31]:** It extends LSTM to have convolutional structures to better capture spatio-temporal correlations.
- **STDN [36]:** It employs CNNs and LSTMs to capture spatial and temporal correlations separately, and an attention mechanism to model long-term periodic temporal shifting.
- **DeepSTN+ [20]:** The state-of-the-art method for urban flow prediction, which can capture long-term spatial dependencies as well as the effect of land functions.

We test different hyperparameters for them all, finding the best setting for each over the two datasets separately. For example, for LSTM and ConvLSTM, we tune the hidden dimensionality and different numbers of layers. Notice that the original design of DeepSTN+ would introduce too many parameters (over 10G) when it is directly applied to our fine-grained datasets. To avoid the parameter explosion, we set the pooling rate 32 for DeepSTN+.

4.1.3 Training Details & Hyperparameters. We implement STRN as well as the baselines by PyTorch 1.1 with one RTX 2080 Ti. The learning rate is halved every 50 epochs, starting from 0.001, and the batch size is 16. In the backbone network, the convolution layers and SE blocks use $C = \{32, 64, 96, 128\}$ filters with kernel size 3×3. For the number of stacked SE blocks, we conduct a grid search over $F = \{3, 6, 9, 12\}$. Moreover, we set $C' = 0.5C$ for feature reduction in the GloNet and tune the region number $M$. In the meta learner, the two fully-connected layers have $l_d = 32$ and $l_f = 25$ hidden units respectively and the embedding length $D$ is 64.

The results of our experiments on TaxiBJ+ vs. # of parameters are shown in Figure 7. The x-axis and y-axis indicate the average MAE and RMSE over the four time spans of TaxiBJ+. The color of each point denotes the number of parameters. It is worth noting that the number of parameters in DeepSTN+ largely exceeds 3M.
Table 2: Model comparison on TaxiBJ+, where the notation $\Delta$ indicates the reduction of MAE compared with DeepSTN+.

<table>
<thead>
<tr>
<th>Method</th>
<th>#Param</th>
<th>P1 MAE</th>
<th>$\Delta$</th>
<th>RMSE</th>
<th>P2 MAE</th>
<th>$\Delta$</th>
<th>RMSE</th>
<th>P3 MAE</th>
<th>$\Delta$</th>
<th>RMSE</th>
<th>P4 MAE</th>
<th>$\Delta$</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA</td>
<td>&lt;0.01M</td>
<td>2.46 +24.2%</td>
<td>5.37</td>
<td>2.91 +28.8%</td>
<td>6.34</td>
<td>3.02 +26.4%</td>
<td>6.55</td>
<td>2.08 +19.5%</td>
<td>4.47</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VAR</td>
<td>&lt;0.01M</td>
<td>2.41 +21.7%</td>
<td>5.21</td>
<td>2.84 +25.7%</td>
<td>6.18</td>
<td>2.92 +22.2%</td>
<td>6.38</td>
<td>2.06 +18.4%</td>
<td>4.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSTM</td>
<td>0.07M</td>
<td>2.27 +14.6%</td>
<td>5.04</td>
<td>2.68 +18.6%</td>
<td>6.03</td>
<td>2.78 +16.3%</td>
<td>6.21</td>
<td>1.88 +8.0%</td>
<td>4.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ConvLSTM</td>
<td>3.45M</td>
<td>2.03 +25.7%</td>
<td>4.47</td>
<td>2.33 +31.1%</td>
<td>5.15</td>
<td>2.45 +25.7%</td>
<td>5.43</td>
<td>1.76 +11.0%</td>
<td>3.94</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DeepST</td>
<td>0.46M</td>
<td>2.21 +11.6%</td>
<td>4.68</td>
<td>2.53 +19.9%</td>
<td>5.41</td>
<td>2.57 +7.5%</td>
<td>5.59</td>
<td>1.92 +10.3%</td>
<td>4.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ST-ResNet</td>
<td>2.39M</td>
<td>2.14 +8.1%</td>
<td>4.58</td>
<td>2.48 +9.7%</td>
<td>5.29</td>
<td>2.61 +9.2%</td>
<td>5.55</td>
<td>1.83 +5.2%</td>
<td>3.88</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ST-3DNet</td>
<td>0.89M</td>
<td>2.16 +9.1%</td>
<td>4.56</td>
<td>2.30 +1.8%</td>
<td>4.99</td>
<td>2.38 -0.4%</td>
<td>5.23</td>
<td>1.95 +12.1%</td>
<td>4.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STDN</td>
<td>6.36M</td>
<td>2.08 +5.1%</td>
<td>4.40</td>
<td>2.32 +2.7%</td>
<td>4.98</td>
<td>2.44 +2.1%</td>
<td>5.23</td>
<td>1.85 +6.3%</td>
<td>3.85</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DeepSTN+</td>
<td>0.27G</td>
<td>1.98 - 4.8%</td>
<td>4.24</td>
<td>2.26 - 4.8%</td>
<td>4.87</td>
<td>2.39 - 4.8%</td>
<td>5.15</td>
<td>1.74 - 4.8%</td>
<td>3.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STRN</td>
<td>0.88M</td>
<td>1.82 -8.1%</td>
<td>4.13</td>
<td>2.10 -7.1%</td>
<td>4.71</td>
<td>2.19 -8.4%</td>
<td>5.01</td>
<td>1.54 -11.5%</td>
<td>3.61</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.14 Evaluation Metrics. We measure model performances by two common metrics: Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE). Smaller metrics indicate higher accuracy. For each dataset, we run each method 5 times and report the mean errors of each approach.

4.2 Results on TaxiBJ+

4.2.1 Model Comparison. We present the experimental results over TaxiBJ+ in Table 2. In particular, we report the result of STRN with $F = 9$, $C = 64$, $M = 100$ and $\alpha = 5e - 3$ as our default setting. Our STRN significantly outperforms all competing baselines in terms of RMSE and MAE over all time periods according to the Students T-test at level 0.01. Compared to the state-of-the-art method (DeepSTN+), our approach reduces MAE by approximately 7.1% to 11.5% in each period, while using only 0.33% of the number of parameters required in DeepSTN+. The reasons are two-fold. First, our method captures the global spatial dependencies in a more efficient way, i.e., by GloNet structure. Second, STRN captures the cell-specific response to the external factors. Compared to ST-3DNet, our model surpasses it by a large margin while enjoying a similar parameter size. From Table 2, we can also have the following observations. ARIMA provides a lower bound of model performance. The results of VAR is much worse than the deep models due to its lower model capacity. Taking advantage of the RNN architecture, ConvLSTM and STDN slightly advance the previous state-of-the-art including DeepST, ST-ResNet and ST-3DNet. However, they both have overlooked the global spatial dependencies as well as the land functions, leading to the inferiority against DeepSTN+ and STRN. To further show the progress of our model, we also analyze the average performance of each model against the parameter size over TaxiBJ+ in Figure 7, which clearly shows that our method wins in both lightweights and effectiveness. Next, we study the effectiveness of each model component over P1 of TaxiBJ+.

4.2.2 Effects of Backbone Network. In general, a strong backbone network can significantly improve the capability of feature extraction. Here, we compare STRN with its variants using the residual block (ResBlock) [7] or the standard convolution block (ConvBlock) as the backbone. We also attempt different numbers of these blocks ($F$) and filters ($C$) to study the effects of them. Specifically, we set $C = 64$ to explore the effects of $F$ and let $F = 9$ to study the effects of $C$. As depicted in Figure 8(a)-(b), SEBlock and ResBlock outperform ConvBlock by a very large margin in all cases, which demonstrates the power of residual learning. Since SEBlock considers the channel-wise information in the feature maps, it reduces MAE by approximately 0.05 compared to ResBlock. Figure 8(a) shows that our model achieves the best performance in test set when $F = 9$. Though increasing $C$ to 128 can bring slight improvement according to Figure 8(b), it will induce much higher computational costs. Thus, we choose $C = 64$ as our default setting.

4.2.3 Effects of GloNet. Table 3 shows the comparison between STRN and its variants over P1. It can be seen easily that the integration of GloNet improves the model performance from 1.93 to 1.82 while only using very few extra parameters (0.05M), since GloNet enables our model to capture global spatial dependencies more efficiently. Moreover, GloNet with dynamic region partition (Mincut-based) can outperform static partition (road-network-based in Figure 8(b)) according to the comparison between STRN and STRN w/o dynamic. There are two hyperparameters in this module: the number of regions $M$ and the parameter $\alpha$ for balancing $L_{MAE}$ and $L_{Lin}$. As shown in Figure 8(c), the performance degrades when $M$ is small such as 10 and 50, since it is hard to aggregate over ten thousand grid cells into such few regions. We also notice that increasing $\alpha$ from 5e-3 to 5e-1 results in better performance.
Table 3: Results of different variants over P1 of TaxiBJ+, where ML denotes Meta Learner and w/o indicates without; ∆ indicates the reduction of MAE compared with Backbone.

<table>
<thead>
<tr>
<th>Variant</th>
<th>#Param</th>
<th>MAE</th>
<th>∆</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Backbone</td>
<td>0.82M</td>
<td>1.97</td>
<td>-</td>
<td>4.22</td>
</tr>
<tr>
<td>STRN w/o GloNet</td>
<td>0.83M</td>
<td>1.93</td>
<td>-2.0</td>
<td>4.20</td>
</tr>
<tr>
<td>STRN w/o ML</td>
<td>0.87M</td>
<td>1.85</td>
<td>-6.1</td>
<td>4.15</td>
</tr>
<tr>
<td>STRN w/o dynamic</td>
<td>0.88M</td>
<td>1.87</td>
<td>-5.1</td>
<td>4.16</td>
</tr>
<tr>
<td>STRN</td>
<td>0.88M</td>
<td>1.82</td>
<td>-7.6</td>
<td>4.13</td>
</tr>
</tbody>
</table>

M does not give significant gain and instead slow down the training phase. Therefore, we select $M = 100$ in our STRN. Several examples of the partition results at different epochs are shown in Figure 9. At the beginning of the training phase, most of the grid cells are clustered into one region like Figure 9(a). After training, we can obtain a discriminative partition, see Figure 9(b). In contrast, we also present a counterpart when $M = 10$ in Figure 9(c).

Figure 9: Examples of region partition, where different colors indicate the regions with highest likelihood to each cell.

To study the effects of $\alpha$, we try different scales of $\alpha$ from $1e-4$ to $1e-1$. We also set $\alpha = 0$ (i.e., no Mincut loss) for comparison. The results are given in Figure 8(d), from which we can see that increasing $\alpha$ to a large level (over 0.05) dilutes the effect of $L_{MAE}$, leading to more predictive biases. Using very small $\alpha$ also degrades the performances as it cannot effectively supervise the region partition. Besides, we achieve the lowest MAE when $\alpha$ is around $1e-3$. Note that we choose $\alpha = 5e - 3$ as our default setting due to its best performance on the validation set rather than the test set.

4.2.4 Effects of Meta Learner. As a practical component of STRN, this module provides additional prior knowledge (external factors and land functions) to boost the predictive performance. The comparison between STRN and STRN w/o ML in Table 3 shows the effectiveness of Meta Learner (ML). To further investigate it, we also compare it with the modules for similar targets from other models. As depicted in Figure 10(a), “Ext” is the variant of STRN replacing ML by the external module from ST-ResNet, and “Semantic+” is the variant of STRN using the semantic module from DeepSTN+. Besides, “None” denotes STRN w/o ML as a baseline. Compared to None, Ext degrades the model performance since it suffers from overfitting problems caused by its large parameter size in our fine-grained settings. Semantic+ can bring slight improvements but less than our Meta Learner because Semantic+ has overlooked the cell-specific response to the external factors. Moreover, Figure 10(b) presents the validation curves during the training phase over P1.

Remarkably, Meta Learner not only accelerates the training process but also makes it more stable. Specifically, STRN converges at iteration 40700 (epoch 201) while STRN w/o ML early-stops at iteration 50900 (epoch 250). The reason is that our Meta Learner successfully encodes the external factors and land functions and provides them as prior knowledge of the model.

4.3 Results on HappyValley

We also evaluate STRN on HappyValley with skewed human flow distribution, where only a few grid cells with popular play facilities contain dense human flow. Since the samples in HappyValley are fewer than TaxiBJ+, we reduce the network depth for each model to avoid overfitting. Noticing that there are no available land features in this dataset, we remove the corresponding components of DeepSTN+ and STRN. Table 4 presents the results over HappyValley, from which we know that: 1) STRN with such few parameters can present the state-of-the-art performance over both metrics, which reveals that our model is practical in real-world systems. It brings around 7.6% improvements against DeepSTN+ in terms of MAE, where the improvements are significant according to the Student T-test at level 0.01. 2) The fact that STRN and DeepSTN+ significantly outperform ST-ResNet over MAE verifies the necessity of capturing the global relations in such a small area. The enhancement of STRN beyond its variant (w/o GloNet) further verifies this point.

3) Unlike the results in TaxiBJ, ConvLSTM performs much better on MAE and slightly better on RMSE than most of the baselines, which validates the importance of the LSTM structure for explicitly modeling the temporal patterns. 4) Though CNN-based baselines (DeepST, ST-ResNet and ST-3DNet) achieve promising results on RMSE, they perform much poorer in terms of MAE, demonstrating the skewed distribution of this dataset.

Table 4: Results on HappyValley dataset. We omit ARIMA, VAR and LSTM due to their poor performances.

<table>
<thead>
<tr>
<th>Model</th>
<th>#Param</th>
<th>MAE</th>
<th>∆</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepST</td>
<td>0.26M</td>
<td>2.21</td>
<td>+10.6</td>
<td>7.98</td>
</tr>
<tr>
<td>ST-ResNet</td>
<td>0.63M</td>
<td>2.20</td>
<td>+10.1</td>
<td>7.91</td>
</tr>
<tr>
<td>ST-3DNet</td>
<td>0.52M</td>
<td>2.16</td>
<td>+8.1</td>
<td>7.95</td>
</tr>
<tr>
<td>ConvLSTM</td>
<td>0.63M</td>
<td>1.98</td>
<td>-1.0</td>
<td>7.86</td>
</tr>
<tr>
<td>STDN</td>
<td>0.97M</td>
<td>2.05</td>
<td>+2.5</td>
<td>7.89</td>
</tr>
<tr>
<td>DeepSTN+</td>
<td>15.69M</td>
<td>2.00</td>
<td>-</td>
<td>7.88</td>
</tr>
<tr>
<td>STRN w/o GloNet</td>
<td>0.36M</td>
<td>1.97</td>
<td>-1.5</td>
<td>7.90</td>
</tr>
<tr>
<td>STRN</td>
<td>0.37M</td>
<td>1.85</td>
<td>-7.6</td>
<td>7.80</td>
</tr>
</tbody>
</table>
5 PRACTICALITY

To further verify its practicality, we deploy a cloud-based system called UrbanFlow\textsuperscript{3.0} for monitoring the real-time urban flows and forecasting future flows in Beijing. Specifically, it supports us to predict the urban flows at a fine-grained level by using our STRN as the bedrock model. Figure 11(a) presents the main interface of it. Each grid cell denotes an area of interest with 150m \times 150m size. The color of each cell indicates its flow density, where “red” means dense and “green” means sparse. A user can click any grid cell on the interface to see the flow details like Figure 11(b), including the historical ground truth as well as the previous and future prediction results. Furthermore, users can watch the movie-style heatmaps such as Figure 11(c) by clicking the “play button” at the bottom left of the main interface in Figure 11(a). In summary, the benefits from application layers lie in two aspects. First, our model is scalable to high-resolution flow data. For example, as the data granularity increases to 256\textsuperscript{2}256, DeepSTN+ will induce 40G parameters and is no longer feasible in online deployment, but our model still works well. Second, the lightweight property is crucial to mobile deployment, e.g., our model can be easily integrated into mobile apps such as Google Maps for urban flow prediction.

![Figure 11: Interface of UrbanFlow\textsuperscript{3.0}](image)

6 RELATED WORK

6.1 Grid-based Urban Flow Prediction

With recent advances in ubiquitous devices [33], urban flow prediction has been an appealing domain. Several pioneering studies [3, 32] were made to forecast massive individual mobility traces. Apart from analyzing mobility on an individual level, many data-driven models were proposed for city-scale traffic prediction by aggregating flows into corresponding regions [8, 16]. However, these models highly depend on hand-crafted features, which require extensive expert efforts. Thereafter, researchers started to use deep learning for urban flow prediction. [41] presented the first CNN-based architecture to forecast the urban flows. Inspired by residual learning [7], they further presented ST-ResNet [40] to collectively predict inflow and outflow of crowds in every city grid cell. However, ST-ResNet simply treats information in adjacent time intervals as multiple channels, losing the temporal information in the intermediate layers. To tackle this issue, [6] first presented a framework based on 3D convolution to jointly model the ST correlations. Besides, many studies [21–23, 31, 36, 37] combined the CNNs with RNNs to capture the dynamic ST dependencies. In addition, [4, 42] exploited the flow transitions between regions as auxiliary features to boost the predictive performance. One problem is that, these studies are inefficient to capture the global spatial dependencies, since they rely on large receptive fields achieved by stacking many convolution layers. Therefore, [20] proposed DeepSTN+ to directly model the relationships between two arbitrary grid cells, showing state-of-the-art performances in urban flow prediction.

However, none of them can be directly applied to fine-grained data as capturing long-range dependencies would incur a huge increase in the network depth and parameters. Instead, our STRN is able to capture the global dependencies at a much lower memory cost and provides superior performances. In addition, STRN can capture the cell-specific responses to external factors in the fine-grained settings. Besides, there are several studies that aim to predict other types of ST data in a fine-grained level [28, 34].

6.2 Deep Learning for ST Prediction

Recently, deep learning models have been the dominant class of spatio-temporal forecasting. For instance, CNNs have been widely used as a basic building block for capturing spatial dependencies in grid-based ST data, such as urban flows [5, 20, 40], abnormal events [11, 12] and taxi demand [37]. Another paradigm is to use RNNs and attention mechanisms to model the temporal dependencies [18, 26, 36]. Recently, graph convolution networks (GCNs) [13] have attracted many interests by virtue of its capability of modeling non-euclidean structure. [15] devised a diffusion convolution to model the spatial dependencies between traffic sensors and integrate it with RNNs for traffic forecasting. Later works [5, 38] combined GCNs with temporal convolutions for parallel training. However, GCNs cannot be directly applied to grid-based urban flow prediction since there is no explicit graph structure. In this study, we use GCNs to perform global relation inference in the region space.

6.3 Relation Networks

Relation networks enable us to resolve complexities within spatio-temporal data by capturing and exploiting the underlying semantic structures, which overcomes the pitfalls of short-range dependencies in traditional CNNs. In this strand, [29] presented the first effort in modeling inter-region relations in images using a simple relation network. In the temporal domain, [44] captured frame-level correlations in video streams by a temporal relation network. Moving from the limited competence of processing only regular data (i.e., pixel-level), recently, [2, 14] developed novel relation network modules to reason on semantic-level relations by employing a latent semantic graph structure. Motivated by the ubiquitous dependencies between regions in ST domains [24], we present the first attempt to infer the relations between different urban locations in both grid-cell and region level based on the Mincut theory.
7 CONCLUSION AND FUTURE WORK

In this paper, we present a Spatio-Temporal Relation Network for fine-grained urban flow prediction. Our model can jointly learn spatial (local and global) and temporal (CPT) dependencies as well as external relations (e.g. weather and POIs). Unlike previous methods, we avoid to model all inefficient operations (e.g., for cell-specific responses or pairwise transitions), which allows us to change of granularity and thus avoid parameter blowing up. We evaluate our model on two real-world fine-grained datasets, where our model can achieve state-of-the-art performances while using very few parameters. In the future, we plan to extend our flow prediction system to an online learning framework.

ACKNOWLEDGMENTS

This study is mainly supported by Singapore Ministry of Education Academic Research Fund Tier 2 under MOE’s official grant number MOE2018-T1-1-103, also supported by the National Key R&D Program of China (2019YFB1003201), the NSFC (No. 62076191, 72061127001), and the Beijing Nova Program (Z20110006820053). We thank all reviewers for their advice in improving this paper.

REFERENCES


A  EFFECTS OF DILATION CONVOLUTION
To validate the effects of dilation convolution for capturing the global spatial dependencies in fine-grained urban flow prediction, we integrate the existing CNN-based methods (DeepST [41], ST-ResNet [40] and ST-3DNet [6]) with it. Figure 12 presents the variant comparison in terms of Root Mean Square Error (RMSE) on two real-world datasets (the details of these datasets are provided in Section 4.1.1), where base denotes the base model while base w/ DConv means integrating the dilation convolution. We can easily observe that the integration of dilation convolution cannot bring consistent improvements over both datasets.

Figure 12: The effects of dilation convolution.

B  DETAILS OF DATA PREPARATION
The urban flows in a grid cell is affected by recent time intervals, both near and far. Thus, we use the CPT paradigm (closeness, period and trend) [40] to consider the three types of temporal dependencies. For a specific future time $t$ as the prediction target, we select the corresponding recent, daily and weekly time steps as the key timesteps to construct the input sequences $X^c$, $X^p$ and $X^q$ as:

$$X^c = \{X_{t-l_c}, X_{t-(l_c-1)}, \ldots, X_{t-1}\} \in \mathbb{R}^{K_l \times H \times W},$$

$$X^p = \{X_{t-l_p}^p, X_{t-(l_p-1)}^p, \ldots, X_{t-p}\} \in \mathbb{R}^{K_p \times H \times W},$$

$$X^q = \{X_{t-l_q}^q, X_{t-(l_q-1)}^q, \ldots, X_{t-q}\} \in \mathbb{R}^{K_q \times H \times W},$$

where $l_c, l_p, l_q$ are the input length of closeness, period and trend respectively. To better illustrate it, we have shown an example of the input preprocessing in Figure 13.

Figure 13: An example of input construction.

Besides, we fetch the external factors $e_t$ as well as land features $P$. The external factors can be classified into two groups: continuous and categorical. Continuous features like humidity and temperature can be directly concatenated to be a vector $e^c_t$. Categorical features like weather (e.g., sunny, rainy) and events are transformed into low-dimensional embeddings by feeding them into different embedding layers separately, and then concatenate those embeddings to construct the categorical vector $e^q_t$. Finally, we concatenate them to obtain the external features at time interval $t$ as $e_t = [e^c_t, e^q_t]$.

C  DETAILS OF BACKBONE NETWORK
Figure 14(a) presents the pipeline of backbone network as detailed in Section 3.1. Figure 14(b) further shows the details of SE block, which contains three steps: 1) a function $f_R$ for feature transformation; 2) a squeeze operation to squeeze global spatial information into a channel descriptor; 3) an excitation operation to fully capture the channel-wise dependencies: it first computes the attention coefficients over each channel via a feedforward network followed by a sigmoid function, and then rescales the channels of original inputs by these weights. In our study, $f_R$ is a residual block [7] and the squeeze operation is implemented by global average pooling. In summary, the SE-based backbone allows our model to learn better representations for each grid cell locally within its receptive fields.

Figure 14: Pipeline of backbone network, where the number of filters in each convolution layer and SE block is $C$.

D  EXPLANATORY OF MINCUT LOSS
Here, we introduce the insight behind using Mincut theory to conduct region partition in our study. Recall that the unsupervised Mincut loss $L_m$ is defined as:

$$L_m = \frac{\text{Tr}(B^T \hat{A}^B)}{\text{Tr}(B^T D^B)} + \frac{B^T B}{\sqrt{M}} - \frac{1}{M} \left\| \frac{I_M}{\sqrt{M}} \right\|_F^2.$$ 

$L_c \in [-1, 0]$ denotes the consistency loss that evaluates the mincut given by B. Minimizing $L_c$ enforces strongly connected grid cells to be grouped into the same region, since the denominator is a constant and the inner product $\langle b_i, b_j \rangle$ increases when $\alpha_{ij}$ is large. $L_c$ will reach its maximum 1 when the region assignments are orthogonal for each pair of connected cells. On the contrary, the minimum occurs only if $B^T \hat{A}^B = B^T D^B$. In other words, it happens when a graph with $M$ disconnected components, the region assignments are equal for all the grid cells in the same component and orthogonal to the region assignments of cells in different components. However, minimizing $L_c$ may lead to incorrect or naive solutions. For example, given a connected graph, a trivial yet optimal solution is the one that assigns all grid cells to the same regions. To avoid the degenerate solution by optimizing $L_c$, the other term (i.e., the orthogonality loss $L_o$) encourages the assignment to be orthogonal and the regions to be of similar size.