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ABSTRACT
Event detection in a city is of great significance for the government

to listen to the voice of the citizens, be aware of the real occurrences

in a city, and then make wiser policies. However, in reality it often

occurs some important events with few samples are easily to be

overwhelmed by themassive information and hard to be recognized,

and the limited word description from the short texts even makes

the recognition harder. To address the problems, we propose a

knowledge-aware event detector by incorporating the external

knowledge to detect the events with few examples. The external

knowledge incorporation with different semantic relation is capable

to enrich the short texts. In addition, we leverage the representative

few shot learning framework to formulate the event detection as

the text classification problem. The proposed model is evaluated

on two widely event-detection datasets. The experiments show a

consistent accuracy improvement. The findings validates that our

model with the knowledge infusion is effective to detect the few

shot events from the short texts.
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1 INTRODUCTION
The task of event detection means to extract the important, news-

worthy and real-world occurrences from the short texts posted

by the citizens on the social media platform. Conducting event
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detection greatly benefits the government to understand the pub-

lic concerns, be aware of the real occurrences in a city, and then

make wiser policies. Additionally, the event detection task supports

plentiful applications including product recommendation, trend

prediction [9] and crisis management. Therefore , the study of event

detection has been extensively explored as either an incremental

clustering problem [4, 12], or a topic modeling problem [11, 9, 8].

However, in reality some critical events with few examples are

hard to be detected. For instance, though only few texts report the

positive confirmed cases of coronavirus at very early stage, they are

crucial to be noticed by the authority yet easily to be overwhelmed

by other massive information. In this situation, the conventional

event detection methods may lead to the overfitting problem when

dealing with events with few examples. Hence, recently researchers

have turned to the framework of few shot learning for event detec-

tion.

To emulate few shot learning from few examples, N -way K-shot

episodic training [5, 2] is often exploited by the existing studies.

At each training iteration a small subset of N event types with K

(𝐾 ∈ [1, 10]) examples, known as a support set, is used for learning,

and further examples of the same class, known as a query set, is

used to evaluate the performance. Based on the framework of few

shot learning, the most recent work further advances the event

detection performance by fully leveraging the internal factors. The

work [15] exploits the relationship between training task to enforce

event prediction consistency, the work [19] infuses the semantic

meaning of labels into the framework, and the work [27] proposes a

curriculum data augmentation technique to boost the performance.

Even though these methods are successful in the event detection,

they overlook the limited semantic content when dealing with the

short texts from social media.

To address the limitation, we propose a new approach, knowledge-

aware few shot learning for event detection by introducing ex-

ternal knowledge to enrich the semantics of short texts. In our

approach, one of the key components is the Knowledge-aware

Retriever, which borrows the background knowledge in external

knowledge bases (KBs) to enrich the semantics of short texts. We

resort to the ConceptNet [24] as the external KB, which contains

abundant semantic knowledge of concepts. For example, in Con-

ceptNet, the encoded knowledge associated with “Conan” includes

“Conan is capable of inference”, “Conan desires Sherlock Holmes”,

“Conan desires clues”, “Conan desires expedition” and so on. Such

knowledge incorporation greatly enriches the limited content from

the short texts. To learn the representation of the enriched texts

with knowledge incorporation, the Knowledge Encoder component

firstly exploits the pretrained BERT [3] to encode discrete text with

the knowledge incorporation as structured sequence. Followed by
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the Multilayer Perceptron (MLP), the integrated dense representa-

tion of short text and knowledge is learned. The last key component

is Few Shot Learning, formulating the event detection as the N -way

K-shot text classification problem, and it classifies the integrated

representations of short texts and knowledge into the correspond-

ing events. In this key component, two representative few shot

frameworks, Prototypical network [23] and Model-Agnostic Meta-

Learning (MAML) [6] are applied to evaluate the performance. In

the experiment, we evaluate the proposed model based on two

widely used datasets. Experimental results show that our proposed

model consistently improve the event detection results with the

external knowledge incorporation.

2 RELATEDWORK
The related work is divided into two parts, and one is event detec-

tion and the other is few shot learning, which are summarized in

the following.

2.1 Event Detection
Event detection is to extract the real-world event occurrence from

the texts, and it is one of the extensively studied topics in recent

years. Technically, event detection methods fall into two categories

when separating them by the techniques. One line is inherited from

topic modeling. Among them, the studies [10, 30, 8] extend the

statistical framework and propose to detect the events in a batch

fashion by clustering short texts into events, while the work [9,

12, 29, 4, 11] solve the online event detection problem by dealing

with continuously streaming data. With the great success of Neural

Network, the other line takes advantage of the Graph Neural Net-

work [17] to detect events. Authors in [31] propose the hierarchical

and incremental mul-sources feature learning algorithm to forecast

future events. The work [20] uses inductive Graph Convolutional

Network as their event categorization model. The work [22] solves

the multilingual event detection problem from the social media.

Differs from them, authors in [1] induce a knowledge-preserving

graph to address the continuous social media data. Though these

methods are highly successful in detecting events in both batch and

online manner, they are built on the assumption that the training

text examples are abundant to infer their event types. However in

the situation of few shot event detection, their performance would

be degraded when dealing with few training examples.

2.2 Few Shot Learning
Few-shot learning: it aims to classify new data having seen only

a few training examples. Within the few shot framework, a support

set S contains pairs of text 𝑥 and its corresponding label 𝑦: S =

{𝑥𝑖 , 𝑦𝑖 |𝑖 ∈ {1, 2, . . . , 𝑁 × 𝐾}}, where 𝑁 is the number of label types

and𝐾 is the number of examples per label. A query set Q consists of

𝑁 texts to be classified: Q = {𝑞 𝑗 | 𝑗 ∈ {1, 2, . . . , 𝑁 }}. Note that both
S and Q have the same types of labels. The few shot problem is to

identify the labels of texts in the query set based on the knowledge

learned from the support set.

In summary, the few shot learning methods can be classified

into two categories. One is metric-based methods, which conduct

the classification based on the distance metric, e.g., the matching

network based on cosine similarity [25], the Prototypical network

based on Euclidean distance [23] and Graph Neural Networks [7].

According to this metric, the work [15] exploits the relationship

between training task to enforce event prediction consistency, the

work [19] infuses the semantic meaning of labels into the frame-

work, and the work [27] proposes a curriculum data augmentation

technique to boost the performance. The other line is meta-learning

based methods, which learn to learn by learning the parameter gen-

eration [6], learning rates and parameter updates [16], and parame-

ter updates using gradients [21].

In our work, we take each representative model from the above

two categories, Prototypical network [23] and Model-Agnostic

Meta-Learning (MAML) [6] to detect the few shot events.

3 METHODOLOGY
To identify the diverse events with few examples from the mas-

sive short texts, we propose a knowledge-aware few shot learning

model for event detection. Formally, it formulates the event detec-

tion as the text classification via N -way K-shot framework. In our

approach, the proposed model is composed of three key compo-

nents. They are Knowledge-aware Retriever, Knowledge Encoder

and Few Shot Learning, which are presented in Figure 1.

• Knowledge-aware Retriever. Given the short texts, it re-

trieves the commonsense knowledge from ConceptNet for

each entity word, and integrates the knowledge with short

texts as the input to the Encoder component.

• Knowledge Encoder. The encoder consists of a pretrained
BERT [3] and Multiplayer Perceptron (MLP) to learn the

dense representation of texts and knowledge infusion. The

pretrained BERT is firstly exploited to encode the raw text

and retrieved knowledge into the structured representation

respectively, which are then concatenated as the input to the

Multilayer Perceptron (MLP) to learn the dense representa-

tions.

• Few Shot Learning. According to the N -way K-shot frame-

work, the input to this component are sampled as support

set and query set respectively, which constitute an episodic

training task. Both Prototypical network [23] and Model-

Agnostic Meta-Learning (MAML) [6] are used to classify the

query instances.

3.1 Knowledge Retriever
To enrich the semantics of short texts, we resort to the external

knowledge base ConceptNet. It structures concept knowledge as a

graph, where each node corresponds a concept, and each edge with

a weight indicates the semantic relation between nodes. For each

entity word in a short text, the Knowledge Retriever retrieves its

relations as knowledge to enhance the semantics. In ConceptNet,

each node is associated with multiple relations. Indicated by Figure

1, take the entity word of "Conan" from the text "Detective Conan

is a Japanese manga and anime series" as the example, the Retriever

returns different relations attached to "Conan", including CapableOf,

Causes, Desires, IsA, HasProperty and so on. In our case, for each

entity word, we only consider its top 10 relations with highest

weights, which indicate the most representative knowledge of an

entity word. For the entity word "Conan", its most representative

10 relations returned are “Conan is capable of inference”, “Conan
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Figure 1: The structure of the purposed Knowledge-aware Few Shot Learning for Event Detection.

desires Sherlock Holmes”, “Conan desires clues”, and such external

knowledge incorporation greatly enriches the semantics of the

short text.

The original short text 𝑥 concatenating the retrieved knowledge

𝑥 ′ serves as the input to the following encoder.

3.2 Knowledge Encoder
The encoder 𝑓 (, 𝜃 ) encodes the raw text and knowledge incorpo-

ration into dense representation. Firstly, a pretrained BERT [3] is

firstly exploited to transfer the discrete input into fixed dimensional

representation, which is expressed as:

X = 𝐸 (𝑥) ∈ R𝑑

K = 𝐸 (𝑥 ′) ∈ R𝑑
(1)

where 𝐸 () ∈ R𝑑 denotes the pretrained BERT, and other text en-

coder (e.g. recurrent neural network [28] and convolutional neural

network [13]) is also accepted, 𝑥 denotes the raw text and 𝑥 ′ is
the retrieved knowledge, and X and K denote the corresponding

representations from the pretrained BERT.

Multilayer Perceptron (MLP) is followed to learn the integrated

dense representation.

H = 𝑅𝐸𝐿𝑈 ( [X;K]W1 + b1)W2 + b2 ∈ R 𝑓 (2)

where [; ] is the concatenate operation, W1, W2, b1 and b2 are

model parameters, and H ∈ R 𝑓 is the learned dense representation

of integrated short text and external knowledge.

3.3 Few Shot Learning
In this component, the event detection task is formulated as 𝑁 -way

𝐾-shot text classification problem, which is a conventional episodic

training strategy for few shot learning. Here we let 𝐷 denote the

whole dataset, 𝐷𝑡𝑟𝑎𝑖𝑛 denote the training set sampled from 𝐷 and

the remaining is testing set 𝐷𝑡𝑒𝑠𝑡 . At each training iteration, a

subset 𝐶 ⊂ 𝐷𝑡𝑟𝑎𝑖𝑛 with 𝑁 classes is randomly sampled. For each

class 𝑐 ∈ 𝐶 , 𝐾 +𝑁 samples are drawn with 𝐾 samples as support set

𝐷𝑠 and 𝑁 samples as query set 𝐷𝑞 , which constitute a train task 𝑇 .

At each training episode, the parameters of the model are updated

on the query set, based on knowledge gained from its support set.

To validate the generality of knowledge-aware incorporation

to the few shot learning , we leverage two representative models,

Prototypical network and Model-Agnostic Meta-Learning (MAML)

from metric-based and meta-learning based methods to classify

short texts into different events.

Prototypical network. At each training episode, the classifier

performs the classification task base on the distance between the

representation of each query sample and the prototype of each class.

A prototype 𝑐 is a representation vector of the class it belongs to.

It’s defined as the average of all vectors derived of 𝑐-th this class

[23] p𝑐 = 1

𝐾

∑
𝑥 ∈𝐷𝑠

𝑓 (𝑥, 𝜃 ), where 𝑓 (𝑥, 𝜃 ) denotes the encoded

representation from the aforementioned knowledge encoder.

Hence, each query sample 𝑥 ∈ 𝐷𝑞 is classified by the metric

based distribution over all possible classes, which is determined by

calculating the distance between the query sample and the prototype

of each class,

𝑃 (𝑦 = 𝑘 |𝑥) = 𝑒−𝑑 (p𝑘 ,𝑓 (𝑥,𝜃 ))∑
𝑥 ∈𝐷𝑞

𝑒−𝑑 (p𝑖 ,𝑓 (𝑥𝑞 ,𝜃 ))
, (3)

where 𝑑 denotes a distance function(e.g. Cosine Similarity [25],

Euclidean Distance [23], Manhattan Distance).

Given this distribution, the negative log-probability loss function

is defined as,

𝐿𝑜𝑠𝑠 = − 1

𝑁

𝑁∑︁
𝑖=1

𝑙𝑜𝑔𝑃 (𝑦 = 𝑘 |𝑥𝑖 ). (4)

Model-AgnosticMeta-Learning (MAML).When adapting to a

new task𝑇𝑖 , the parameters 𝜃 of the model 𝑓 (, 𝜃 ) (i.e. the knowledge
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Table 1: The accuracy results of 5-way 1-shot, 5-way 5-shot
and 5-way 10-shot event detection on Twitter dataset.

Models 5-way 1-shot 5-way 5-shot 5-way 10-shot

Proto 51.2 63.1 74.7

KA-Proto 52.3 64.0 77.5

MAML 51.3 62.7 72.9

KA-MAML 52.4 63.8 74.6

encoder) is computed using one gradient descent updates on tasks

𝑇𝑖 , which is expressed as

𝜃 ′𝑖 = 𝜃 − 𝛼Δ𝜃L𝑇𝑖 (𝑓 (, 𝜃 )), (5)

where 𝛼 is the step size as a hyperparameter.

In effect, MAML aims to optimize the model parameters such

that one or a small number of gradient steps on a new task would

produce maximally effective behavior on that task [6]. During the

meta-learning stage, the parameters 𝜃 are updated across the task

via stochastic gradient descent (SGD), which is updated as:

𝜃 = 𝜃 − 𝛽Δ𝜃
∑︁

𝑇𝑖∼𝑃 (𝑇 )
L𝑇𝑖 (𝑓𝜃 ′𝑖 ), (6)

where 𝛽 is the meta step size.

4 EXPERIMENTS
In this section, we first present the experimental setup, then com-

pare the proposed model with competitors over the short texts, and

the evaluation results are followed.

4.1 Experimental Setup
We use two common event-detection datasets, Twitter data [18]

and MAVEN dataset [26], to evaluate the performance of the pro-

posed model. The Twitter dataset contains 68, 841 labeled tweets

associated with 503 event classes, while MAVEN dataset contains

10, 242 messages related to 154 event classes.

The proposed model under the Prototypical network framework

is referred to as KA-Proto, and the proposed under the Model-

Agnostic Meta-Learning framework is referred to as KA-MAML.

To evaluate them, two representative few shot learn framework,

metric-based and meta-learning based models, Prototypical net-

work [23] and Model-Agnostic Meta-Learning, are referred to as

Proto and MAML respectively, and both of them are employed as

strong baselines, which are also the state-of-the-art few shot classi-

fication models.

We train all models with 5-way 1-shot, 5-way 5-shot and 5-

way 10-shot setting respectively. As an optimizer, Adam [14] is

used to optimize the parameters with learning rate 1𝑒−4. The train-
ing/evaluation/test are set to 6000, 1000 and 500 iterations respec-

tively. The dimensions of knowledge encoder are set as [768, 200, 100]
with dropout rate of 0.3 to prevent the overfitting problem.

4.2 Experimental Results
Table 1 and Table 2 report the accuracy results of the proposed mod-

els against the baselines in terms of event detection task on Twitter

Table 2: The accuracy results of 5-way 1-shot, 5-way 5-shot
and 5-way 10-shot event detection on MAVEN dataset.

Models 5-way 1-shot 5-way 5-shot 5-way 10-shot

Proto 38.3 54.9 66.7

KA-Proto 39.7 55.6 67.2

MAML 37.5 52.1 63.4

KA-MAML 38.6 53.0 64.1

and MAVEN dataset respectively. According to the comparison

results, we have the following remarks.

It’s noted that with more shots involved in each class, the per-

formance of all models on the event detection increases. In Twitter

dataset, the accuracy result of Proto (Prototypical network) in-

creases from 51.2% to 74.7% with 5-way 1-shot to 5-way 10-shot,

which is true for the KA-Proto, MAML and KA-MAML. Most impor-

tantly, compared with the original Proto and MAML, the proposed

knowledge-aware models KA-Proto and KA-MAML consistently

acquire the higher accuracy results with more shots. On Twitter

dataset, the proposed KA-Proto obtains distinctly higher accuracy

results than the original Proto on 5-way 1-shot, 5-way 5-shot and

5-way 10-shot event detection task. Similarly, the proposed KA-

MAMLwith knowledge incorporation also outperforms the original

MAML. Once again, the performance on MAVAN dataset validates

that the knowledge incorporation from ConceptNet into the few

shot learning help boost the event detection task.

5 CONCLUSION AND FUTUREWORK
Event detection is indispensable for the government to learn the

public concerns, be aware of the real occurrences in a city and thus

make informed and wise policies. To better identify the events with

few samples from the short texts, in this work we formulate it as a

𝑁 -way 1 shot few shot learning problem and propose a knowledge-

aware few shot learning for event detection. To mitigate the limited

descriptions of short texts, we resort to the external knowledge base

ConceptNet to incorporate the valuable semantics into the short

texts. Two representative few shot learning models are leveraged to

formulate the event detection as the text classification scenario. The

external knowledge incorporation together with few shot learning

framework accomplish the event detection task. The experimental

results on two commonly used event-detection task shows that our

proposed knowledge-awaremodel outperforms the strong baselines

with an evident increase in the task of event detection.

Besides two representatives of few shot learning models, it’s

promising to explore other techniques to further boost the perfor-

mance in future, e.g., the curriculum data augmentation technique

in few shot [27] and exploiting cross-task relation [15].
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